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Abstract. The resonant Raman scattering cross section from Yb and Ta was  mea- 
sured at  incident photon energies close to the LIII absorption edge using synchrotron 
radiation. Assuming a constant density of final electron states the cross section has 
a simple dependence on the inner-shell hole width r, which yielded values of 5.3 eV 
and 5.7 eV for Yb and Ta LIII-shell hole widths, respectively. The error analysis gives 
an estimated accuracy of rt 0.2 eV. The present values together with a previous Ho 
result are slightly but systematically larger than the theoretical ones for the LIII-shell 
hole widths. 

1. Introduction and theory 

The energy width of an atomic inner shell depends on the total decay rate of transitions 
involving the inner-shell hole. In order to determine the energy width I' the widths 
of the competing processes must be summed, i.e. the total width I' = rR + FA + I'CK 
where rR is the radiative width, FA the Auger width and rCK the Coster-Kronig 
width. Most measurements of lifetime widths do not yield I' directly, but it is obtained 
as a result of various experiments. The more frequently adopted alternative is to  
make a high resolution measurement of the x-ray emission line width which, after the 
separation of the instrumental broadening and the final state hole width, gives the core- 
level energy width. Despite tedious efforts the difference between the experimental 
data and the existing theories is often surprisingly large, especially in the case of L 
subshells as reviewed by Krause [l], Krause and Oliver [2] and McGuire [3]. 

In the previous work [4] we described an experimental method to  determine the 
hole width I'. It is based on measuring the scattered beam cross section while scanning 
the incident beam energy across the desired absorption edge. The elastic and inelastic 
scattering contribution (arising from the A' term in the interaction Hamiltonian) can 
be minimised by using linearly polarised radiation and a scattering angle of 90'. The 
interaction is then governed by the p - A  term and is referred to as resonant Raman 
scattering (RRS) below the absorption edge or fluorescence above it [4]. In the case of 
a KL transition (initial hole in the K shell) the cross section is 

providing the energy given to the ejected electron is large enough to allow neglect of 
the near edge effects. In equation (1) w1 is the incident photon energy, Q, the K-shell 
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binding energy, IZI the average energy of the ejected electron, gK the K contribution to 
the photoelectric absorption, rK the K-shell hole width and AE is the energy relative 
to the edge ( A E  = R, - ul). As shown previously [4] this equation can be used 
to determine the K-shell hole width r K  with an accuracy of about f 0.1 eV with - 1 eV incident beam resolution and using a solid state detector for the cross section 
measurement. The high resolution required in x-ray emission line width studies is not 
needed in this kind of experiment. In addition, the convolution with the higher shell 
hole widths has no effect on the total cross section. 

Earlier results [4] indicated that the experimental K-shell widths (1.5 f 0.1 eV for 
Cu and 1.9 f 0.1 eV for Zn) agreed well with the theory [3,5]. On the other halid for 
the L,,, subshell of Ho the experimental result of 4.8 f 0.2 eV was slightly larger than 
the theoretical one of 4.3 eV [3,6]. It was therefore decided to examine the L-shell case 
more systematically to check whether this discrepancy is real or whether it could arise 
from an experimental error or from the model used in the analysis. In order to  simplify 
the study the L,,, edge was chosen because Coster-Kronig transitions are not allowed 
and fluorescence resulting from transitions to  the other L subshells does not occur. 
L,,, subshells having the absorption edges at  low energies (less than N 7keV) were 
not accessible for experimental reasons and therefore Yb (2 = 70) and Ta (Z = 73) 
were chosen. Together with the previous result for Ho ( Z  = 67) this covers the range 
where the discrepancies between the rare experimental results are largest [3], 

2. Experiment 

The experimental work was done at the Daresbury synchrotron laboratory at the end 
station on beam line 7.6 which is 70 m away from the electron beam tangent point. 
The white synchrotron beam from the bending magnet was monochromated with a 
Si(l l1) channel-cut crystal and, due to the relatively low critical energy of 3.2 keV, 
the undesirable fluorescence excited by third and higher harmonics was  undetectable. 
The pass-band of the monochromator was  about 1.5 eV. The experimental set-up is 
shown schematically in figure 1. Previously [4,7] a separate measurement was needed 
to determine the absorption in the sample but in this case the absorption coefficient 
for the incident energy was measured at  the same time using ion chambers before and 
after the sample foil. The scattered radiation was measured at a 90' scattering angle 
in the horizontal plane using a Si(Li) detector with an energy resolution of 180 eV 
at 8 keV. The energy spectrum of the scattered beam for each incident energy was 
recorded with a computer controlled multichannel analyser. 
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Figure 1. Experimental set-up (SSD = solid state detector). 

The experimental LIII-shell hole width was determined for Yb and Ta where the 
corresponding electron binding energies are 8.944 keV and 9.881 keV, respectively. 
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The samples were 25x25 mm2 polycrystalline foils as thin as commercially available 
(25 pm for Yb and 10 pm for Ta)-in order to make the attenuation measurement 
possible. A trial was made with 25 pm Er foil but it turned out to be too thick for 
the transmission measurement. The scattered radiation was  measured with different 
incident energies ranging from 200 eV below up to 400 eV above the corresponding L,,, 
edge. The measuring time varied from 30 s (above the edge) to 8 min (below the edge) 
per spectrum assuring statistical accuracy better than 1% in integrated intensities for 
each incident energy. 

The measured spectra were corrected for the beam decay using the ion chamber 
current multiplied by   ti^,)^ to get the true photon flux hitting the sample [7]. The 
target foils were orientated symmetrically at  an angle of 45' to the incident beam and 
the absorption correction was applied using the measured attenuation for the incident 
beam and values from the literature [8] for the scattered radiation. The experimental 
absorption edge jump ratios agreed with the literature values to within 1%. The use 
of the experimental values close to the edge where the absorption coefficient changes 
rapidly is essential since the precise position of the edge is unknown and the interpola- 
tion procedures might lead to a significant error. The attenuation measurement with 
two ion chambers gives the absorption coefficient corresponding exactly to the right 
incident energy. For the scattered radiation the absorption coefficient corresponding 
to the properly weighted mean value of L a l  and L a z  energies was used above the edge. 
Below the edge the value corresponding to the maximum scattered energy was used. 
The possible effects of this approximation are discussed in the next section. Before 
the integration small fluorescence peaks due to the rare-earth metal impurities were 
subtracted from spectra using a polynomial fit. Peaks from these trace impurities 
are strongly enhanced because their absorption edges are very close to the primary 
fluorescence lines excited above the desired L,,, edge. The integrated intensity arising 
from the impurities was always less than 1% of the RRS intensities. 

The measured differential cross section was integrated from 4 keV up to the max- 
imum scattered RRS intensity. Thus the analysis included L a l ,  La ,  and LL lines 
corresponding to the transitions L,,,Mv, L,,IM,v and LIIIMI, respectively. This is 
justified because according to the previous experiment [7] the branching ratios are the 
same above and below the absorption edge in the RRS region. In figure 2 a spectrum 
from the Ta sample shows the spectral lines used in the analysis and in figure 3 the 
measured cross section is plotted as a function of the incident energy. The measured 
count rates were not normalised to obtain the absolute scattering cross sections since 
in this analysis only the cross section relative to the full fluorescence level is needed. 

3. Results and error analysis 

The determination of the hole widths is based on energies close to the absorption edge 
where w1 M R, + 6. The RRS cross section is isotropic to a good approximation and 
the energy relative to the L,,, edge, AE,  may be written as 

where U is the measured total RRS cross section and uLIIl the total fluorescence cross 
section, i.e. the full fluorescence level. A plot of the experimental data points based 
on this equation is shown in figure 4 and they lie accurately on a straight line. The 
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Figure 2. A typical RRS spectrum from Ta where the incident energy is 28 eV 
below the LIII absorption edge at  9.811 keV. The edge positions corresponding to 
different transitions involving the LIII-shell hole are indicated by arrows. Also, a 
small amount of elastic scattering can be seen around 9.8 keV. 
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Figure 3. The measured scattering cross section for Ta relative to the L I I ~  edge. 
Experimental data points are represented by circles and the full curve represents a 
spline fitting to the data points. 

intersection of the line with the energy axis gives the edge position corresponding to 
the constant DOS model [4]. The slope of the line and thus I' is determined by a 
linear fit using the energy range from 20 eV to 70 eV below the edge. The reasons for 
limiting the analysis to this region are discussed later. The hole widths derived are 
5.3 eV for Yb and 5.7 eV for Ta. Comparison between the theory and experimental 
values is presented in table 1. The error f 0.2 eV in the experimental values is based 
on the following estimations of error sources. 
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Figure 4. A plot of the experimental cross section according to equation (2). The 
upper line corresponds to Yb and the lower line to Ta. The slope of the curve gives 
the line width r. Deviation from the model can be seen close to the absorption edge. 

Table 1. Comparison of experimental and theoretical LIII-shell hole widths. 

rLIll (eV) Reference 

Ho 4.8 f 0.2 [4] Experimental 
4.3 f 0.4 [2] Semiempirical 

Yb 5.3 f 0.2 This work Experimental 
4.7 [1,131 Compiled from w3 and I'R 
4.6 f 0.5 [2] Semiempirical 
5.1 ~ 4 1  Experimental 

Ta 5.7 f 0.2 This work Experimental 
4.8 [I, 131 Compiled from w3 and rR 
4.9 f 0.5 [2] Semiempirical 
2.7 ~ 4 1  Experimental 

3.1. Statistical accuracy 

The statistical accuracy of the total cross section is always better than 1%. A small 
random deviation of the experimental data points from the straight line due to  statis- 
tical fluctuations can be seen in figure 4 but it is negligible. 

3.2. The density of states model 

The effect of a constant DOS approximation was analysed with a model calculation 
using a step function DOS and a real one. As already point,ed out in our previous 
paper [4] the constant DOS approximation only leads to differences closer than 10 eV 
to the edge. In the determination of only points further than 20 eV from the edge 
were used and the constant DOS model should therefore not affect the experimental 
value. 

3.3. Monochromaticity 

The incident beam has an energy resolution of 1.5 eV and long tails of the monochro- 
mator reflection curve could produce fluorescence below the edge and increase the 
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measured RRS cross section. However, after two reflections in a channel-cut monochro- 
mator the intensity drops as (AE)-4 where AE is the deviation from the Bragg peak 
energy. In this case the incident beam energy spread only affects the experimental I' 
value if data points closer than a few eV below the edge are used. 

3.4. The absorption correction 

The absorption correction for the scattered beam was made using the coefficient cor- 
responding to the maximum scattered beam energy. Close to  the edge this is a good 
approximation since the RRS spectrum is sharply peaked, but further below the edge 
the RRS spectrum has a slowly decaying Lorentzian tail and an energy dependent ab- 
sorption coefficient should be used. The justification for using a constant value is the 
poor energy resolution of the measuring system compared with the line width. Ac- 
cording to  a model calculation the difference between cross sections after the correct 
energy dependent absorption correction and approximation have been used is 1.5% at 
20 eV, 5% at 70 eV and 20 % a t  500 eV below the edge in case of 5 eV hole width. 
Thus, in the analysis, data points far below the edge were rejected. 

3.5. The  fluorescence cross section 

The cross section for the full fluorescence above the edge is the most sensitive pa- 
rameter in the analysis since RRS cross sections relative to this level, rather than the 
absolute values, are needed. The full fluorescence level was determined with a linear fit 
smoothing the EXAFS oscillations and other near edge structure. A change as small as 
3% in the full fluorescence level leads to a f 0.2 eV difference in r value. In the case of 
a thick sample the absorption correction is proportional to the absorption coefficient, 
and thus determination of the exact jump ratio at the edge is crucial. As mentioned 
previously the experimental value for the jump rat,io agreed to better khan 1% with 
the literature value and is therefore reliable. The approximated 3% uncertainty in 
the full fluorescence leveI is the main source of the ambiguity and gives the estimated 
f 0.2 eV error limit to the line widths. 

4. Discussion 

The values of the L,,, line widths given in table 1 can now be compared with the 
previous experimental and theoretical results. In the case of the rare-earth metals 
this can be done only by combining existing results for the fluorescence yield w3, the 
radiative width r R  and the Auger width PA to  obtain = rR /w3  or r = rR + FA.  
Experimental values for the L,,, fluorescence yield have been mainly obtained using a 
coincidence technique in radioactive decay. For Yb there is good agreement between 
the measured values for w3 (0.183 f 0.011 [9], 0.20 & 0.02 [lo]) and the interpolated 
semiempirical result (0.210 [l]). In the case of Ta experimental values of 0.228 f 
0.013 [9], 0.235 f 0.018 [ll], 0.25 f 0.03 [lo] and 0.254 f 0.025 [12] for w3 have been 
reported, whereas the semiempirical plot gives 0.243. Combined with the relativistic 
Hartree-Fock calculations [13] for the LIII-subshell radiative width (0.947 eV for Yb, 
1.163 eV for Ta), values of I'LIII(Yb) = 4.7eV and rLIl l (Ta)  = 4.8eV are obtained 
when the semiempirical values of w3 are used. Based on this kind of information the 
semiempirical level widths for K and L shells have been calculated [2] and including 
the estimated uncertainties the values of I'LiIl(Yb) = 4.6 f 0.5eV and rLIl l (Ta)  = 



Experimental LII I - she l l  hole widths in  Yb and Ta 5625 

4 . 9 f  0.5eV were obtained. Our results (including the earlier rLI1,(Ho) = 4 .8 f  0.2eV 
compared with the semiempirical 4.3 f 0.4 eV) show a small but systematic difference 
in each case. The compiled experimental widths given by Sevier [14] are 5.1 eV for 
Yb, very close to the present result, but only 2.7 eV and 3.5 eV for Ta. A summary of 
the experimental and theoretical hole widths including our previous Ho result is given 
in table 1. 

Another interesting relationship is the spectral distribution of the scattered radi- 
ation compared with the density of unoccupied electron states above the Fermi level. 
This kind of technique has been widely used as an alternative to EXAFS. Close to the 
absorption edge the details are dominated by the density of unoccupied states which 
can be calculated from the band structure. According to the dipole approximation 
only the transitions to the s- or d-like states are allowed because we are now dealing 
with 2p electrons. In the case of Ni it was shown [7] that, using the calculated partial 
density of 2p states, the observed fine structure in the scattering cross section of the 
K-edge scan was well explained. 

A few attempts to correlate the white line structure of rare-earth metals with 
the density of states have been made [15-191 but the results are conflicting if the 
position of the white line is considered. The existence of the white line in L,, and 
L,,, absorption spectra but not in the L, is a common feature, which in terms of 
the dipole approximation suggests that transitions to the unoccupied 5d states are 
responsible. The existing band structure calculations for Ta [20-221 all give similar 
kinds of densities of states showing a sharp peak at  about 5 eV above the Fermi 
level and another smaller one centred at  15 eV. The partial densities of states given 
by Papaconstantopoulos [22] show that the 5 eV peak is really due to the d states, 
confirming the dipole approximation suggestion. A comparison with figure 3 shows 
that the energy difference between the first two peaks is about 10 eV as predicted by 
the theory. The first peak is located at  about 10 eV above the absorption edge and the 
deviation from the theory is probably due to the difference in energy scale which has 
been fixed in this case by our constant DOS model to obtain r. The experimental half 
width of the white line, which is independent of the edge position, is approximately 
8.7 eV. This agrees quite well with a previous result of 9.7 eV [17] measured using a 
conventional x-ray tube and a crystal analyser. 

We can conclude that the present method, based on the measurement of the scat- 
tering cross section, gives a more consistent set of data for both K and L,,, shells than 
experimental techniques developed previously to study the inner-shell level widths. 
It can also be extended to study the L, and L,, subshells and it is even possible to 
separate the Coster-Kronig contribution. 
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